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ABSTRACT
Robots are increasingly autonomous in our environments,
but they still must overcome limited sensing, reasoning, and
actuating capabilities while completing services for humans.
While some work has focused on robots that proactively
request help from humans to reduce their limitations, the
work often assumes that humans are always available to
help. In this work, we propose a model for task-embedded
robot navigation that includes the people who can help the
robot and benefit from the robot’s services - those who are
assigned static locations in the environment, in particular
offices. These occupants have different challenges compared
to traditional helpers such as teleoperators in that they are
not always available to help and they are spatially-situated
and therefore physically cannot help in every location.
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1. INTRODUCTION
Robots are becoming increasingly autonomous in their

ability to perform services for us in our environments. They
can give visitors directions in malls [11] and tours in mu-
seums [12], and act as companions for individual users [9].
Despite these great strides, robots are still not ubiquitous
as they have sensing and actuation limitations that can af-
fect their task performance. For example, many robots have
difficulty recognizing speech in loud or busy environments,
recognizing objects or obstacles to avoid while navigating,
and may not have the physical ability to manipulate objects
in the environment.
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To overcome these limitations, some work has focused on
reasoning about the robot’s current state and proactively
requesting help from humans to correct predictions (e.g.,
in speech) and direct the robot’s action if necessary during
tasks. However, this work has been limited to asking for only
one kind of help at a time. Additionally, whether the human
helper is a supervisor that typically assigned the robot its
task and therefore have high incentive for it to perform [1,
6] or a passer-by willing to help a robot even when they are
not receiving services from it [14], there is an assumption
that humans are almost always available to help the robot
and can help the robot anywhere in its environment.

We instead focus on asking for many types of help from the
actual occupants of the environment and beneficiaries of the
robots’ services as the robot performs tasks for them (e.g.,
[9]). We argue that robots that ask for help from occupants
combine the benefits of asking passers-by with supervisors
in the following ways, discussed next.

2. SPATIALLY- SITUATED OCCUPANTS
We define occupants of buildings as having predefined

spatially-situated work spaces and conducting long-term work
which requires that they be present over a period of time.
While they have similarities to both supervisors and by-
standers, they also have constraints which violate the as-
sumptions of this previous work. In particular, they are
spatially-situated in the environment and no single occupant
can help the robot at every location in the environment. As
a result, the robot will need to navigate to an occupant’s of-
fice to request help. Additionally, they may not be available
to help at their location, and the robot will need to learn
and model this availability through long-term interaction.

2.1 Distributed Help
The idea of human computation (e.g., [13]) and crowd-

sourcing on websites like Amazon.com’s Mechanical Turk
[8] have been used to gather help from a distributed set of
people. In robot domains, bystanders and passers-by in busy
environments have helped robots complete tasks in locations
as varied as offices [2], conferences [7], and even on the street
[14]. Because the number of people in these areas is so high,
there is a very limited possibility that any particular person
will be asked for help too frequently or will be asked to spend
a lot of time with the robot.

Because there are many occupants in a building, the work
to help the robot is distributed among them, significantly
reducing the burden of help especially in the office environ-
ment in which occupants are busy and may not be able to



answer frequently. It is unclear whether occupants are even
willing to help the robot at all given that they have other
work to do. Our work will address the following questions:

• Are office occupants willing and available to help a
robot perform its tasks?

• Are they willing to provide some types of help more
than others (e.g., are they unwilling to help with tasks
that require them to leave their office)?

• Are there available occupants distributed around the
environment or only in one area of the building?

2.2 Incentives
Because a robot would know the office locations, it could

provide services or incentives to the occupants to encour-
age occupants to help it. Like supervisors who must help
the robot for tasks to be completed, if occupants want to
continue to receive incentives from the robot (e.g., mail de-
livery), they must also agree to help the robot at some times.
In this work, we assume that the robot will ask for help more
often than it will provide incentives (e.g., it will require help
navigating to deliver mail to other occupants more often
than any occupant will receive mail themselves). We will
answer the following questions relating to incentives:

• Are office occupants report that they are motivated to
answer questions with incentives?

• Do they actually answer more frequently when offered
an incentive?

2.3 Long-Term Interaction
Because supervision occurs over time, there are additional

opportunities for robots to take advantage of the long-term
interactions. Models of humans have been proposed to
take into account the expertise of the human to determine
the type of question that the robot should ask [3, 6], to
ground or familiarize the helper with the robot’s current
state to increase the likelihood of accurate responses [4, 10],
and to model the helper’s interruptibility or availability to
answer questions [5, 11].

We assume that the occupant would not be supervising
a robot while conducting their work and often may not be
available to help the robot if it needs it. Unlike bystanders
who may only have to answer a particular robot’s questions
once, an office occupant will be asked questions more often
allowing the robot to learn who is often available at certain
times to avoid interruptions as well as keep track of the
frequency of questions to avoid asking a single person too
often. We address the following questions:

• Is there a novelty effect associated with willingness to
help the robot and does willingness to help decrease
over time?

• Can the availability of occupants be modeled to take
into account who will be able to help?

• Does occupant availability change through the day?

2.4 Navigation
Finally, due to the lack of constant supervision, the robot

must navigate to the spatially-situated occupants to deter-
mine their availability and to ask them for help if needed.
Current navigational models take into account the uncer-
tainty in the path and the path distance but not who is
available to help the robot along a path. Intuitively, a robot
should choose short paths that also have humans available
to help it if necessary. We will answer the following question:

• Can a robot use availability information from its long-
term interactions to determine its best path?
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